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Motivation
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● Scientific news claims do not always faithfully report what is found 
in research papers.

● Available methods of scientific claim verification (SCV) are 
accompanied by limitations in domain adaptability and scalability.

● Language models (such as BERT) perform well on text classification 
tasks but poorly on scientific news verification (Soos, Landers & Wu, 
2023).
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Research Questions and Methods
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● Can large language models verify scientific claims? If so, how well does it 
do in multiple domains using GPT-3.5 as a case study?

o Task 1: Stance labeling. Determine whether an abstract supports/refutes a given 

claim.
o Task 2: Sentence rationale. Identify sentence rationales as evidence of the 

stances.

● Future work: How well does GPT perform on SCV compared with humans?
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Claim + Research Paper Pairs
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This study was to determine if alcohol-based hand 

sanitizers (ABHSs) to the hands of a breath test operator 

will affect the breath alcohol instruments (EBTs)…A 

small, but significant, number (10%) resulted in positive 

breath alcohol concentrations, while (31.5%) resulted in a 

status code…EBT operators should forego the use of 

ABHS in the 15 min preceding subject testing.

Scientific News Claim Research Paper Abstract
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Building the Dataset
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Data Acquisition: 
o MSVEC news claims were scraped from credible scientific news outlets or fact-

checking websites, including Snopes.com, ScienceAlert.com, and Reuters.com. 
Webpages posted from 2014 to 2022 were crawled.

Stance Labeling:
o Scientific news containing URLs to scientific papers to back up the justification of 

the labels were manually selected.

Sentence Rationales:
o Scientific paper sentences were indexed and manually annotated by a computer 

science student.
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Data Acquisition
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ScienceAlert (Title)

Reuters (First Paragraph)

Snopes (Explicit HTML Claim)
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Overview of Scientific Claim Verification Datasets
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Our 
work

Michael Evans | mevan028@odu.edu | @mevansci

Wadden et al. (2022 ACL)

Sarrouti et al. (2021)

Saakyan et al. (2021)



MSVEC Dataset Domain Diversity
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Experimental Setup
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● Model: GPT-3.5-Turbo (Trained up to September 2021)

o Parameters / Tokens: 175 billion / 4,096

● Input: News claim + research paper abstract

● Hyperparameter: Temperature for adjusting creativity in the model’s 
responses from (0 to 1). Higher temperature = more creative.

● Consensus: Majority voting of 3 identical queries.
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Steps:

● Read CSV to dataframe

● Construct each prompt at 
current index

● Call get_completion 
function

● Sleep every 20 requests

● Emit responses (ex: 
SUPPORT, 900)
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Stance Labeling Prompt and Response
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Figure 1: An example stance labeling prompt and response.
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GPT Query Responses

13

Temperature Query 1 Query 2 Query 3 Voting Results

0.25 SUPPORT SUPPORT SUPPORT SUPPORT

0.50 SUPPORT SUPPORT SUPPORT SUPPORT

0.75 SUPPORT SUPPORT CONTRADICT SUPPORT

Task 1: Use majority voting to decide GPT’s stances with respect to a news article

Task 2: Identifying rationales that justify the stances 
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GPT-3.5 Stance Labeling Consistency
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Evaluation Metrics
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● Precision: The fraction of positives that were actually true.

● Recall: The fraction of true samples that are identified 
positive.

● F1 Score: Hamonic mean of precision and recall. 
F1=2PR/(P+R)

Michael Evans | mevan028@odu.edu | @mevansci



GPT-3.5 Stance Labeling Results
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Support Class Results by Domain
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GPT-3.5 Stance Labeling Summary
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● GPT performed the stance labeling task best at lower temperatures, 
achieving an F1 score of  0.635 and 0.491 for the support and 
contradict classes respectively.

● Domain-specific F1 scores ranged from 0.500 to 0.857 for the 
support class.

● GPT was more likely to answer “support” for a false news claim than 
to answer “contradict” when given a true news claim.
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Sentence Rationale Prompt
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Sentence Rationales Results for Support Class
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*Results assume correctly identified rationales
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GPT-3.5 Sentence Rationales Summary
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● GPT performed the sentence rationale task best at higher 

temperatures, achieving an F1 score of  0.610 for the rationale class 

and 0.433 for the non-rationale class.

Michael Evans | mevan028@odu.edu | @mevansci



Summary and Future Work
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● Developed a multidomain testing dataset containing scientific claims from news 
articles with evidence papers and human-annotated rationales. Our dataset 
contains news claims from 10 domains and consists of 151 true and 49 false claim-
paper pairings.

● Evaluated the performance of a zero-shot method with GPT-3.5 against the MSVEC 
dataset on two sub-tasks: stance labeling and identifying sentence rationales.

● Future work: Compare LLMs with humans; compare state-of-the-art LMs with LLMs; 
determine the model’s bias towards supporting false claims.
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